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Abstract

This guide walks you through the process of upgrade EMC Isilon OneFS with Hadoop for use with the IBM Open Platform.
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Upgrading IBM BigInsights with EMC Isilon 

IBM BigInsights can be configured so that the HDFS service is on EMC Isilon. However, when upgrading from BigInsights v4.1.0.2 to BigInsights v4.2, the HDFS services must be moved off of Isilon for the upgrade to be successful. This post will give you some instructions on how to upgrade from BigInsights 4.1.0.2 to BigInsights 4.2 when the HDFS service is on EMC Isilon.

1. Ensure that BigInsights and EMC are on the supported versions prior to upgrade.

The express upgrade of BI requires the initial BI version to be at least BI 4.1.0.2 and EMC Isilon v8.0.0.1. If Isilon is not on this version first upgrade Isilon to this version before starting the upgrade. Isilon must also be healthy before attempting an upgrade. If Isilon is not healthy first resolve those issues before attempting a BI upgrade.

2. Point the HDFS Service way from Isilon.
In order to upgrade the HDFS clients on all BI nodes, you need to point the HDFS Service away from Isilon.  Note that the actual data will remain intact on Isilon so after upgrade you can create a new HDFS Service that points to Isilon. The HDFS service on acts as an interface rather than a file system, so dropping HDFS service from ambari server will not affect the files present on the Isilon system.
a. Stop the HDFS service from Ambari server.

Alternatively you can also stop the HDFS using the curl command.

Syntax:

curl -u admin:admin -i -H 'X-Requested-By: ambari' -X PUT -d '{"RequestInfo": {"context" :"Stop HDFS via REST"}, "Body": {"ServiceInfo": {"state": "INSTALLED"}}}' http://<ambari_host>:<ambari_port>/api/v1/clusters/<cluster_name>/services/HDFS
Example:

curl -u admin:admin -i -H 'X-Requested-By: ambari' -X PUT -d '{"RequestInfo": {"context" :"Stop HDFS via REST"}, "Body": {"ServiceInfo": {"state": "INSTALLED"}}}' http://bigaperf638.svl.ibm.com:8081/api/v1/clusters/ibm41/services/HDFS
b. Delete HDFS from ambari server using curl commands

Syntax:

curl -u admin:admin -H 'X-Requested-By: ambari' -X DELETE http://<ambari_host>:<ambari_port>/api/v1/clusters/<cluster_name>/services/HDFS
 

Example:

curl -u admin:admin -H 'X-Requested-By: ambari' -X DELETE http://bigaperf638.svl.ibm.com:8081/api/v1/clusters/ibm41/services/HDFS
c. Add HDFS service using the "Add service" option on Ambari UI. 
Make sure to distribute the components of HDFS service on the nodes other than the isilon cluster. For the Isilon cluster – ensure that data node is not selected, for all worker nodes ensure client is checked.
Purpose of following steps 1-3 ( moving the namenode out of Isilon instead we are just dropping the HDFS service from BI ambari server, leaving the namenode on Isilon intact. When we move back the HDFS service to Isilon post completion of upgrade process, we would connect to the same namenode server to access the file system.

The purpose of adding a dummy node here is to upgrade the HDFS clients on all BI nodes to version corresponding to IOP4.2. Please note that HDFS service on Isilon integrated cluster, acts as an interface rather than a file system, so dropping HDFS service from ambari server will not affect the files present on Isilon system.

3. Follow the steps mentioned in the IOP express upgrade link:
https://www.ibm.com/support/knowledgecenter/SSPT3X_4.2.0/com.ibm.swg.im.infosphere.biginsights.install.doc/doc/inst_up_express42.html
4. Post successful upgrade

· Repeat the step # 1 and # 2 to delete the HDFS ambari service.

· Re install HDFS using the add service wizard on Ambari
     Give the hostname for namenode , secondary namenode and datanode as the isilon machine
In case of traditional HDFS dropping of HDFS would have lead to loss of namenode metadata and backups in the secondary namenode. But in our case the HDFS just acts as an interface, so it does not store any metadata related to file location or file permissions.Thus dropping HDFS and installing again would act as if nothing happened.  And the HDFS installed on one of the BI nodes just acts as a dummy to proceed through the upgrade process. During upgrade since we are not making any changes to the underlying file system i.e the Isilon cluster, none of the files are modified or deleted. Once we install HDFS interface back on top of Isilon the files would be accessible.

Issues in downgrade
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Upgrade did not succeed on 1 hosts
Your options:

- Pause Upgrade, delete the unhealthy hosts and return to the Upgrade Wizard to Proceed
- Perform a Downgrade, which will revert all hosts to the previous stack version
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Resolution:

Please follow the workaround as mentioned in (Upgrade BI v4.1 x EMC v8.x ( BI v4.2 x EMC v8.x).

For an integrated cluster if you try to downgrade the BI version, you might observe the below error with issues in getting the HBase master active and ready.
java.io.IOException: The procedure class org.apache.hadoop.hbase.master.procedure.ServerCrashProcedure must be accessible and have an empty constructor

This is an open issue listed on jira for HBase and there has been no solution on it.

https://issues.apache.org/jira/browse/HBASE-14783
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